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DIPLOMACY
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Diplomacy
•

•

•

•

•

7 players

Goal - gain control of the map

Simultaneous move game

Basic conquer mechanics increase 

importance of coordination

Private dialogue between 2 

players
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Dialogue examples in Diplomacy
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Challenges in Diplomacy

•

•

•

•

Self-play Reinforcement Learning incompatible with human-play

Multi-agent setting

Messages must be grounded in dialogue history, game state, and goals.

Success requires building trust with other players
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CICERO
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Dialogue module
•

•

•

•

•

•

Supervised training of Transformer model on Diplomacy messages

Language model conditioned on intents:
A message has intent z if z is the most likely set of actions that the sender and recipient will take.

Advantages of conditioning on intents:

Automatically captures legal and strategic moves

Provides an interface between the Strategic module and the Dialogue module
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England convoys an army to Belgium with 

the support of France while taking Norway 

in a manner friendly to Russia

England convoys an army to Norway and 

also aggressively moves to the Barent Sea 

against Russia

England convoys an army to Norway 

and supports France to gain Belgium, 

preveting Germany from taking Belgium
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Strategic Reasoning Module (1/2)

•

•

•

•

•

•

Goal: predict other players' strategies for the current turn according to the state of the board and the 

shared dialogue → choose own strategy

 

Modelling other players' strategies:

Anchor policy       based on supervised learning from human data

piKL 

Each turn treated as its own subgame with simultaneous moves

Assumes each player seeks a strategy        that maximizes their own utility function,       

While minimizing KL divergence between         and  

 

 

 

                           s calculated based on RL learning with self-play
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Strategic Reasoning Module (2/2)

•

Goal: predict other players' strategies for the current turn according to the state of the board and the 

shared dialogue → choose own strategy

 

Modelling own strategy:

CICERO chooses action        that best responds to other players' joint strategy:
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CICERO architecture
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Performance

•

•

•

• 40 games of 5-minute negotiation time per turn

Top 10% of participants that played >1 game

2nd out of 19 participants that played >5 games

Mean score of 25.8% compared to 12.4% average score

16

https://pitch.com/?utm_medium=app&utm_source=pdf-export


Final remarks

•

•

•

•

Limitations
5-min negotiation limit makes for less complex dialogue

CICERO is honest in its messages → problem for repeated play

Occasional errors in messages

 

Conclusion
CICERO

17

https://pitch.com/?utm_medium=app&utm_source=pdf-export


References
Meta Fundamental AI Research Diplomacy Team (FAIR)†, Bakhtin, A., Brown, N., Dinan, E., Farina, G., 

Flaherty, C., ... & Zijlstra, M. (2022). Human-level play in the game of Diplomacy by combining language 

models with strategic reasoning. Science, 378(6624), 1067-1074.

 

Bakhtin, A., Wu, D. J., Lerer, A., Gray, J., Jacob, A. P., Farina, G., ... & Brown, N. (2022). Mastering the Game of 

No-Press Diplomacy via Human-Regularized Reinforcement Learning and Planning. arXiv preprint 

arXiv:2210.05492.

 

De Jonge, D., Baarslag, T., Aydoğan, R., Jonker, C., Fujita, K., & Ito, T. (2019). The challenge of negotiation in 

the game of diplomacy. In Agreement Technologies: 6th International Conference, AT 2018, Bergen, 

Norway, December 6-7, 2018, Revised Selected Papers 6 (pp. 100-114). Springer International Publishing.

18

https://pitch.com/?utm_medium=app&utm_source=pdf-export

